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1
SYSTEM AND METHOD FOR PROVIDING A
MESSAGING CLUSTER WITH HYBRID
PARTITIONS

COPYRIGHT NOTICE

A portion of the disclosure of this patent document con-
tains material which is subject to copyright protection. The
copyright owner has no objection to the facsimile reproduc-
tion by anyone of the patent document or the patent disclo-
sure, as it appears in the Patent and Trademark Office patent
file or records, but otherwise reserves all copyright rights
whatsoever.

FIELD OF INVENTION

The invention is generally related to computer environ-
ments and messaging, and is particularly related to a system
and method for providing a messaging cluster with hybrid
partitions.

BACKGROUND

In a high-performance computer environment, for example
an enterprise software application environment or a cloud-
based environment, messaging typically plays an important
role.

Generally described, messaging enables loosely-coupled
software components (for example, enterprise software appli-
cations or cloud-based components) to communicate with
each other. In a messaging system, messages are generated/
produced by producers, and are delivered to a destination at a
message broker, from where they can be received/consumed
by consumers. Typically, the message broker operates as a
server, and supports advanced features such as load-balanc-
ing and failover. A client application may include one or more
producers and/or consumers, which can connect to the mes-
sage broker to respectively produce and/or consume message
data.

Scalability and elasticity are desirable characteristics of
any messaging system, particularly those intended to support
multiple tenants within a cloud-based environment. To
address this, techniques such as clustering and data partition-
ing can be used. For example, the system can use a cluster of
message brokers, together with a number of partitions to store
message data produced by producers. Typically these parti-
tions are considered permanent or “fixed partitions”. In the
event of a broker failure, partitions owned by the failed broker
are taken over by another broker. When the failed broker
comes back, its previously owned partitions must be moved
back in order to serve clients. Moving partitions can incur
high cost in a messaging system not only due to data migra-
tion but also due to restoring message routing states in both
broker and failover clients. This cost is necessary when load
balancing applications that have a message ordering require-
ment for their produced messages, even during failover,
because producers for these type of applications need to fol-
low the partitions, or stick to the partitions, that they are
producing messages to, in order to preserve message ordering
in the event of failover. However, the need to migrate fixed
partitions may incur a high computational cost with respect to
data persistence and message routing, which negatively
affects scalability and elasticity.

In some environments, applications have no requirement
on message ordering. Load balancing of these applications
among message brokers in a cluster does not have to incur
partition migration. New “on-demand partitions” can be cre-
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ated on demand to serve clients, for example when a failed
broker comes back or a new broker is added to the cluster.
These on-demand partitions can be purged or removed when
all messages in them are consumed by consumers.

SUMMARY

Described herein is a system and method for providing a
messaging cluster with hybrid partitions. In accordance with
an embodiment, a computer environment or messaging sys-
tem includes a cluster of message brokers, which supports a
hybrid of one or more fixed type partitions and/or on-demand
type partitions. A message producer can be associated with a
configuration that indicates a type of partition to be used for
connection with that message producer. The cluster of mes-
sage brokers uses the configuration to assign to that connec-
tion a partition of the indicated type. Upon a load-balancing
or failover of a message broker having active connections to
message producers, those connections having an indication of
fixed type partition are assigned to the same partition at a
failed-over message broker, while those connections having
an indication of on-demand type partition can be assigned to
any on-demand partition at the failed-over message broker.

BRIEF DESCRIPTION OF THE FIGURES

FIG. 1 illustrates a system for providing a messaging clus-
ter with hybrid partitions, in accordance with an embodiment.

FIG. 2 further illustrates a system for providing a messag-
ing cluster with hybrid partitions, in accordance with an
embodiment.

FIG. 3 further illustrates a system for providing a messag-
ing cluster with hybrid partitions, in accordance with an
embodiment.

FIG. 4 further illustrates a system for providing a messag-
ing cluster with hybrid partitions, in accordance with an
embodiment.

FIG. 5 illustrates an exemplary use of a messaging cluster
with hybrid partitions, in accordance with an embodiment.

FIG. 6 further illustrates the use of hybrid partitions, in
accordance with an embodiment.

FIG. 7 further illustrates the use of hybrid partitions, in
accordance with an embodiment.

FIG. 8 further illustrates the use of hybrid partitions, in
accordance with an embodiment.

FIG. 9 further illustrates the use of hybrid partitions, in
accordance with an embodiment.

FIG. 10 is a flowchart of a method for providing a messag-
ing cluster with hybrid partitions, in accordance with an
embodiment.

DETAILED DESCRIPTION

As described above, in a high-performance computer envi-
ronment, for example an enterprise software application envi-
ronment or a cloud-based environment, messaging typically
plays an important role. In a messaging system, messages are
generated/produced by producers, and are delivered to a des-
tination at a message broker, from where they can be received/
consumed by consumers. Typically, the message broker oper-
ates as a server, and supports advanced features such as load-
balancing and failover. A client application may include one
or more producers and/or consumers, which can connect to
the message broker to respectively produce and/or consume
message data.

To address scalability and elasticity, techniques such as
clustering and data partitioning can be used. For example, the
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system can use a cluster of message brokers, together with a
number of fixed partitions to store message data produced by
producers. However, the need to migrate fixed partitions for
load balancing can incur high cost with respect to data per-
sistence and message routing. While this cost is unavoidable
for load balancing of applications that requires preserving
message ordering for the messages they have produced even
during failover; for applications that have no message order-
ing requirement, this cost can be avoid by using an on-de-
mand partition.

Described herein is a system and method for providing a
messaging cluster with hybrid partitions. In accordance with
an embodiment, a computer environment or messaging sys-
tem includes a cluster of message brokers, which supports a
hybrid of one or more fixed type partitions and/or on-demand
type partitions. A message producer can be associated with a
configuration that indicates a type of partition to be used for
connection with that message producer. The cluster of mes-
sage brokers uses the configuration to assign to that connec-
tion a partition of the indicated type. Upon a load-balancing
or failover of a message broker having active connections to
message producers, those connections having an indication of
fixed type partition are assigned to the same partition at a
failed-over message broker, while those connections having
an indication of on-demand type partition can be assigned to
any on-demand partition at the failed-over message broker.

In accordance with an embodiment, a client connection/
partition configuration can be used as the configuration to
indicate the type of partition to be associated with particular
connection(s) between that client’s producers and the mes-
sage brokers. The messaging system can then use this indi-
cation to assign the indicated type of partition to the particular
connection.

In accordance with an embodiment, in the event of a load-
balancing or failover, a connection with an indication of
“fixed” type partition can be assigned to the same partition in
a failed-over message broker, which preserves that connec-
tion/producer’s message order; while a connection with an
indication of “on-demand” type partition can be assigned to
any partition, including another on-demand partition, within
the failed-over message broker (which may not preserve that
connection/producer’s message order). On-demand parti-
tions can then be cleaned-up and removed as required, for
example when all of their messages have been consumed.

By providing a hybrid partition in this manner, including
the ability for a client/producer to indicate that either a fixed
partition or an on-demand partition be used for that client/
producer’s connection to the message broker, the system
provides flexible support for different types of clients having
different message ordering requirements.

FIG. 1 illustrates a system for providing a messaging clus-
ter with hybrid partitions, in accordance with an embodiment.

As shown in FIG. 1, in accordance with an embodiment, a
computer environment or messaging system 52, for example
an enterprise software application environment or a cloud-
based computing environment, can include one or more
physical servers having physical computing resources 54,
such as physical memory 56, network 57, processor/CPU 58,
and input/output (I/O) resources 59. The computing environ-
ment can also include a cluster 60 of message brokers 62, 64.

In accordance with various embodiments, the cluster and
the message brokers can be provided within a single physical
server machine; or alternatively can be distributed across
multiple physical server machines. In accordance with vari-
ous embodiments, the system can also include a persistent
storage, and/or can utilize additional technologies such as a
data grid to provide communication of data between message
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brokers, for use in providing clustering, high availability
(HA), load-balancing, or failover 66 of message brokers and
their data.

As further shown in FIG. 1, in accordance with an embodi-
ment, client computer environments 70, 74, each having a
client or client application 72, 76, can include one or more
producers 77 and/or consumers 78, 79, which connect to the
message broker as appropriate to respectively produce 82
and/or consume 86 message data.

In accordance with an embodiment, each message broker
can support the use of one or more fixed partitions, and/or one
or more on-demand partitions, to provide a hybrid partition
for use by the producers and consumers. The message broker
is responsible for maintaining message destinations, queuing
messages that are produced by producer clients, and routing
those messages to consumer clients. Each producer client
produces messages to a particular destination by connecting
to a message broker. Each consumer client similarly con-
sumes messages from a particular destination by connecting
to a message broker. A message is removed from its destina-
tion when the message is consumed or no longer needed.

In accordance with an embodiment, the cluster comprises a
set of inter-connected message brokers, to which message
brokers can be added to or removed dynamically, for example
in response to changes in the number of clients, or for server
side load-balancing or administration purposes.

As further shown in FIG. 1, in accordance with an embodi-
ment, a client connection/partition configuration 88 can be
used to indicate the type of partition to be associated with a
particular connection. For example, in accordance with an
embodiment, a connection can be indicated as requiring
either a “fixed” type partition, or an “on-demand” type parti-
tion. The system uses this information to assign to that con-
nection a partition of the indicated type.

For example, as shown in FIG. 1, when a connection is
indicated as being of “fixed” type partition, the message bro-
ker handling the connection assigns the connection to a fixed
partition 91.

In accordance with an embodiment, the ability to adjust the
connection/partition configuration for particular clients/pro-
ducers can be useful in managing load distribution at the
server side or within the cluster. For example, the system can
include a default setting for producer connections, and then
allow the server to make subsequent decisions as to connec-
tion/partition configuration based on its own load-balancing
requirements.

FIG. 2 further illustrates a system for providing a messag-
ing cluster with hybrid partitions, in accordance with an
embodiment. In accordance with an embodiment, for some
clients/producers the message ordering is important, and
message order must be preserved in the event of failover.
Examples of such clients include healthcare applications,
which often require that their message operations be per-
formed in a particular sequence or order.

For other clients/producers the message ordering may not
be important, and message order need not be preserved in the
event of failover. Examples of these clients include Java EE
applications that produce messages for concurrent processing
in a message driven bean, or applications that use a Workflow
Management System to control processing sequence.

As shown in FIG. 2, in accordance with an embodiment, in
the event of a load-balancing or failover, fixed partitions are
migrated 92 to another (failed-over) message broker within
the cluster. In accordance with an embodiment, a connection
with an indication of “fixed” type partition is assigned to the
same partition in the failed-over message broker (here indi-
cated as 910). Since this is the same partition that has the same
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ordering of existing message data, assigning the connection
to the same partition preserves the message ordering for any
new messages produced from the connection relative to the
existing messages in the partition.

However, migrating partitions between message brokers,
asillustrated in FIG. 2, typically involves data migration, data
loading, and restoration of message routing states in the bro-
kers and affected clients. As such, partition migration may
incur a high cost with respect to data persistence and message
routing, which negatively affects system scalability and elas-
ticity.

Different types of clients, particularly in cloud-based envi-
ronments, may have different requirements as regards mes-
sage ordering, or have different means to control whatever
order is required by their business logic. In accordance with
embodiment, the use of fixed partitions can be reserved for
use with those clients/producers for which the retention of
message ordering is important.

FIG. 3 further illustrates a system for providing a messag-
ing cluster with hybrid partitions, in accordance with an
embodiment. As shown in FIG. 3, in accordance with an
embodiment, a connection 83 can be indicated in the client
configuration 89 as requiring an on-demand type partition; in
which case the message broker handling the connection
assigns the connection to an on-demand partition 94.

FIG. 4 further illustrates a system for providing a messag-
ing cluster with hybrid partitions, in accordance with an
embodiment. As shown in FIG. 4, in accordance with an
embodiment, in the event of load-balancing a client among
message brokers, its on-demand partitions are not migrated to
another message broker within the cluster; instead those con-
nections associated with the on-demand type partition are
connected to another partition, such as another on-demand
partition 96 at another message broker within the cluster.

In accordance with an embodiment, unless a client indi-
cates by means of its configuration or otherwise, that a fixed
partition is required for a particular producer, the system will
by default connect that producer to an on-demand partition. In
the event of a load-balancing or failover, that client/produc-
er’s connection can then be failed over to any partition,
including another fixed or on-demand partition within the
failed-over message broker.

Depending on the particular embodiment, the on-demand
partition can be an existing fixed or on-demand partition at the
failed-over message broker, or a newly created partition. For
these connections, the message order may not be preserved
for messages produced by these connections, since these con-
nections have asked for an on-demand partition.

As described above, scalability and elasticity are desirable
characteristics of any messaging system, particularly those
intended to support multiple tenants within a cloud-based
environment. If only fixed partitions were used, to avoid
unnecessary load balancing in under capacity situations,
there may be a possibility of many partitions becoming con-
centrated at relatively few message brokers. In accordance
with an embodiment, by allowing the use of on-demand par-
titions for clients, the partitions can be easily shrunk or
grown, without having to move an entire fixed partition from
one message broker to another if not necessary. This provides
better performance at the server, including better scalability
and elasticity.

FIG. 5 illustrates an exemplary use of a messaging cluster
with hybrid partitions, in accordance with an embodiment. As
shown in FIG. 5, in the example illustrated therein, a cluster
100 of message brokers with hybrid partitions is shown,
including Message Broker B1 (104), Message Broker B2
(106), and Message Broker B3 (108).
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In the example illustrated in FIG. 5, each of the message
brokers have an on-demand type partition (shown as Partition
1 (110), Partition 2 (120), and Partition 3 (130)), and a fixed
type partition (shown as Partition A (112), Partition B (122),
and Partition C (132)), which together form hybrid partitions
at the message brokers for use by clients. The message bro-
kers can communicate 134 using, for example a persistent
storage, or a technology such as a data grid to provide com-
munication of data between the message brokers, for use in
providing high availability (HA), load-balancing, or failover.

FIG. 6 further illustrates the use of hybrid partitions, in
accordance with an embodiment. As shown in FIG. 6, in this
example, Producer 1 (140) produces messages 150 to Mes-
sage Broker B1 using its on-demand type Partition 1; while
Producer 2 (142) produces messages 152 to Message Broker
B1 using its fixed type Partition A. Consumer 1 (144) can
consume messages 154 from each of the partitions of the
message brokers in the cluster.

FIG. 7 further illustrates the use of hybrid partitions, in
accordance with an embodiment. As shown in FIG. 7, in this
example, a new Message Broker B4 (158) is added to the
cluster to serve a new Producer 3 (160). In this example,
Producer 3 has requested (for example, by means of its con-
nection/partition configuration) that the system use an on-
demand type partition for its connection, and is accordingly
assigned to on-demand type Partition 4 (162). Producer 3 can
then begin producing messages 164 to that partition.

FIG. 8 further illustrates the use of hybrid partitions, in
accordance with an embodiment. As shown in FIG. 8, in this
example, Message Broker B1 has been removed from the
cluster, for example as a result of load-balancing or failover.

In the example illustrated in FIG. 8, Message Broker B4
takes over the partitions from Message Broker B1 (for
example, by accessing partition information stored at a high
availability database or data grid), which causes Producer 2 to
fail over its connection 174 to Message Broker B4 on the
same fixed type Partition A; and Producer 1 to fail over its
connection 176 to Message Broker B4 on the on-demand type
Partition 4. If there are messages still contained within Parti-
tion 1, those messages continue to be consumed by Consumer
1, since Consumer 1 continues to consume messages 182
from all partitions.

FIG. 9 further illustrates the use of hybrid partitions, in
accordance with an embodiment. As shown in FIG. 9, in this
example, the on-demand type Partition 1 can be cleaned-up
and removed when all of its messages have been consumed
and the partition no longer contains data.

In accordance with an embodiment, the system can be
configured so that no new messages are sent to a failed-over
on-demand type partition, so that the partition can be ulti-
mately removed, or cleaned up; in other situations it may be
preferable to configure the system to allow continued produc-
tion of messages to a failed-over partition.

FIG. 10 is a flowchart of a method for providing a messag-
ing cluster with hybrid partitions, in accordance with an
embodiment. As shown in FIG. 10, in accordance with an
embodiment, at step 202, a computer environment or mes-
saging system is provided, including one or more message
brokers operating within a cluster, wherein each message
broker enables message partitions to be used by message
producers and message consumers.

At step 204, a client application is configured with a con-
nection/partition configuration, including that one or more
producers use connections associated either with fixed parti-
tions, or with on-demand partitions, at the one or more mes-
sage brokers.
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At step 206, a determination is made as to whether a par-
ticular producer connection is associated with a fixed parti-
tion, or an on-demand partition.

At step 208, if a determination is made that a producer
connection is associated with a fixed partition, then at step
210, in the event of a message broker load-balancing or
failover, the fixed partition together with its connections is
migrated to (the same) fixed partition at an alternate message
broker in the cluster.

At step 212, if a determination is made that a producer
connection is associated with an on-demand partition, then at
step 214, in the event of a message broker load-balancing or
failover, the producer is connected to any on-demand parti-
tion at an alternate message broker in the cluster. In accor-
dance with an embodiment, the on-demand partition can be
subsequently cleaned-up and removed when no existing con-
nections use it, and there is no more message data in it.

At step 216, the message producers continue to produce
messages to the message brokers, for consumption by the
message consumers.

The present invention may be conveniently implemented
using one or more conventional general purpose or special-
ized digital computer, computing device, machine, or micro-
processor, including one or more processors, memory and/or
computer readable storage media programmed according to
the teachings of the present disclosure. Appropriate software
coding can readily be prepared by skilled programmers based
on the teachings of the present disclosure, as will be apparent
to those skilled in the software art.

In some embodiments, the present invention includes a
computer program product which is a non-transitory storage
medium or computer readable medium (media) having
instructions stored thereon/in which can be used to program a
computer to perform any of the processes of the present
invention. The storage medium can include, but is not limited
to, any type of disk including floppy disks, optical discs,
DVD, CD-ROMs, microdrive, and magneto-optical disks,
ROMs, RAMs, EPROMs, EEPROMs, DRAMs, VRAM,
flash memory devices, magnetic or optical cards, nanosys-
tems (including molecular memory ICs), or any type of media
or device suitable for storing instructions and/or data.

The foregoing description of the present invention has been
provided for the purposes of illustration and description. It is
not intended to be exhaustive or to limit the invention to the
precise forms disclosed. Many modifications and variations
will be apparent to the practitioner skilled in the art. The
embodiments were chosen and described in order to best
explain the principles of the invention and its practical appli-
cation, thereby enabling others skilled in the art to understand
the invention for various embodiments and with various
modifications that are suited to the particular use contem-
plated. It is intended that the scope of the invention be defined
by the following claims and their equivalence.

What is claimed is:

1. A system for providing a messaging cluster with hybrid

partitions, comprising:

a computer environment which includes a processor and
memory;

a cluster of message brokers operating at the computer
environment, which supports a hybrid of one or more
fixed type partitions and on-demand type partitions;

wherein a message producer can be associated with a con-
figuration that indicates a type of partition to be used for
connection with that message producer, and wherein the
cluster of message brokers assigns to that connection a
partition of the indicated type; and
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whereupon a load-balancing or failover of a message bro-
ker having active connections to message producers,
those connections having an indication of fixed type
partition are assigned to a same partition at a failed-
over message broker, and
those connections having an indication of on-demand
type partition are assigned to an on-demand partition
at the failed-over message broker.
2. The system of claim 1, wherein the system includes one
or more clients having one or more producers or consumers
which connect to the cluster of message brokers to respec-
tively produce or consume message data.
3. The system of claim 1, wherein the cluster of message
brokers includes a plurality of message brokers, and wherein
each of the plurality of message brokers includes one or more
fixed type partitions and one or more on-demand type parti-
tions.
4. The system of claim 1, whereupon those connections
having the indication of fixed type partition being assigned to
the same partition at the failed-over message broker, the
ordering of messages associated with those connections is
preserved.
5. The system of claim 1, whereupon those connections
having the indication of on-demand type partition being
assigned to any on-demand partition at the failed-over mes-
sage broker, any existing messages produced by those con-
nections continue to be consumed by consumers, and the
on-demand partition is cleaned-up and removed when there is
no more message data in it.
6. The system of claim 1, wherein the system is used in a
cloud-based environment.
7. A method for providing a messaging cluster with hybrid
partitions, comprising:
providing, ata computer environment, a cluster of message
brokers which supports a hybrid of one or more fixed
type partitions and on-demand type partitions;

associating a message producer with a configuration that
indicates a type of partition to be used for connection
with that message producer;

assigning to that connection a partition of the indicated

type; and

upon a load-balancing or failover of a message broker

having active connections to message producers,

assigning those connections having an indication of
fixed type partition to a same partition at a failed-over
message broker, and

assigning those connections having an indication of on-
demand type partition to an on-demand partition at
the failed-over message broker.

8. The method of claim 7, further comprising providing one
or more clients having one or more producers or consumers
which connect to the cluster of message brokers to respec-
tively produce or consume message data.

9. The method of claim 7, wherein the cluster of message
brokers includes a plurality of message brokers, and wherein
each of the plurality of message brokers includes one or more
fixed type partitions and one or more on-demand type parti-
tions.

10. The method of claim 7, whereupon those connections
having the indication of fixed type partition being assigned to
the same partition at the failed-over message broker, the
ordering of messages associated with those connections is
preserved.

11. The method of claim 7, whereupon those connections
having the indication of on-demand type partition being
assigned to any on-demand partition at the failed-over mes-
sage broker, any existing messages produced by those con-
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nections continue to be consumed by consumers, and the
on-demand partition is cleaned-up and removed when there is
no more message data in it.
12. The method of claim 7, wherein the system is used in a
cloud-based environment.
13. A non-transitory computer readable storage medium,
including instructions stored thereon, which when read and
executed by a computer, causes the computer to perform the
steps comprising:
providing, ata computer environment, a cluster of message
brokers which supports a hybrid of one or more fixed
type partitions and on-demand type partitions;

associating a message producer with a configuration that
indicates a type of partition to be used for connection
with that message producer;

assigning to that connection a partition of the indicated

type; and

upon a load-balancing or failover of a message broker

having active connections to message producers,

assigning those connections having an indication of
fixed type partition to a same partition at a failed-over
message broker, and

assigning those connections having an indication of on-
demand type partition to an on-demand partition at
the failed-over message broker.

14. The non-transitory computer readable storage medium
of claim 13, further comprising providing one or more clients
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having one or more producers or consumers which connect to
the cluster of message brokers to respectively produce or
consume message data.

15. The non-transitory computer readable storage medium
of claim 13, wherein the cluster of message brokers includes
a plurality of message brokers, and wherein each of the plu-
rality of message brokers includes one or more fixed type
partitions and one or more on-demand type partitions.

16. The non-transitory computer readable storage medium
of claim 13, whereupon those connections having the indica-
tion of fixed type partition being assigned to the same parti-
tion at the failed-over message broker, the ordering of mes-
sages associated with those connections is preserved.

17. The non-transitory computer readable storage medium
of claim 13, whereupon those connections having the indica-
tion of on-demand type partition being assigned to the on-
demand partition at the failed-over message broker, any exist-
ing messages produced by those connections continue to be
consumed by consumers, and the on-demand partition is
cleaned-up and removed when there is no more message data
in it.

18. The non-transitory computer readable storage medium
of claim 13, wherein the system is used in a cloud-based
environment.



